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Abstract:  This paper presents a novel methodology for design of operational computational devices, 
realizing a diversity of condition-controlled loop algorithmic structures. The synthesis of such a structure 
takes in count just the necessary for the computation signal changes, which makes the synthesis of 
controlling finite state machine unnecessary. Thus the resulting controlling circuit is tightly coupled with 
the logic one. In this sense the structure can be defined as self-controlling and can be part of micro-
pipeline structure with certain delay. The structures in either case are as fast as possible. Experiments 
have been made with Xilinx’ FPGA chip. 
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1.  INTRODUCTION 
 Nowadays the realization of the computational process goes deeper in the lower 
hardware levels. Opportunity for that is the potential of developed programmable 
elements [12]. Тhere are no popular formal methodologies for the implementation of an 
arbitrary computational algorithm on hardware. A reason for this is the difference in 
hardware and software design. Authors take advantage of programmable hardware 
technologies and propose such a methodology. 
 Authors’ goal is defined in their previous papers [1, 2, 3, 4]. Basically the idea is to 
develop methodology for hardware realization of arbitrary computational algorithm, 
which is free of micro-program controlling device, having a novel form of organization 
and characteristics. 
 A methodology for hardware realization of one of the basic algorithmic structures, 
the condition-controlled loop, is presented in the present work. The block diagram of the 
loop is depicted below (figure 1.1). 
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Figure. 1.1  Condition-controlled loop block diagram  (CT − Condition test) 

 Typical for the structure is that the loop body is executed until certain condition is 
changed. The condition is re-evaluated and tested at each iteration of the loop. Usually 
the condition has the following form: 

,εVar)( k <∆                                                   (1.1) 
where (∆Var)k is the k-th change in the control value Var, and ε is the a priori known 
accuracy. Represented condition is synthesized on the basis of initial technical 
information for the task, so the calculations related to the condition test (CT) will be part 
of the operational combinational circuit in the structure of loop section. 



2.  TWO REGISTER SELF-CONTROLLING LOGIC STRUCTURE 
 In their nature loops are evaluations of the same operations on changing data. Since 
the hardware implementation of these operations with common operational 
combinational circuit is usually complex, the structural development in the form of 
flatterned loop is very inefficient solution. Therefore, here it is proposed to be 
implemented once. This decision leads to the need loop structure to be synthesized as 
closed feedback with temporary memory cells. 
The temporary memory is represented by the register R2, which is synchronous edge-
trigged, working at rising edge. To hold the input data stable is used latch type register 
R1. As a result of these considerations is synthesized two register structure with 
distributed logic [6] presented in figure 2.1 
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Figure. 2.1  Condition-controlled loop − operational structure 

 Register R2 holds temporary results while proceeding and at the end − the final 
result. This version of the hardware implementation of the algorithmic structure is 
proposed as a method of self-controlling loops implementation. It is in full compliance 
with the basic concept of the study as it is free of micro-program controlling device. 
 The loop calculation is clocked in the loop of register R2 and operational 
combinational circuit, which is formed by maintaining the state of multiplexer MUX. 
Multiplexer switching is delayed by propagation delay time of element “Delay”. The 
purpose of this delay is to achieve a reliable fixation of the results in register R2 at the 
initial state of loop’s calculation. Such a delay of the signal can be realized by even 
number of inverters included consecutively. 
 Concurrently with the temporary results, condition test circuit calculates the 
termination condition. The value of condition test is used to manage the termination of 
the synchronous switching and setting the structure in the initial state. 
 Operating of the structure is controled by the internal logic circuit, consisting of three 
flip-flops. Logic signals are as follows: 

1. Strobe pulse − write input data: 
CLKQ2ReadyWR1 ∩∩=                                               (2.1) 



2. Strobe pulse – write data in Φ2 
CLKQ2WR2 ∩=                                                       (2.2) 

3. Control signals for Latch trigger Q1: 

.Q2ResetR
;WS R1
∪=

=                                                     (2.3) 

4. Flip-flop Q2 working at falling clock edge with the following control signals: 

.ResetR
;CLK)(Q3)CLK(Q1T

=
∩∪∩=                                      (2.4) 

5. Flip-flop Q3 working at falling clock edge with the following control signals: 

.ResetR
;)CLK(CT)CLK(Q3T

=
∩∪∩=                                          (2.5) 

6. MUX is switched by selection signal Q2 as follows: 

⎩
⎨
⎧

=→
=→

.1Q2when,R2MUX
;0Q2when,R1MUX                                         (2.6) 

 Intermediate results are recorded in the register R2 on rising edge of clock signal 
CLK. So in the feedback circuit (see figure 2.1) is done continuous clocked calculation 
until the test condition terminates the loop CT=1. 
 In the clock cycle, which will be the last one, some of the results are set 
appropriately so the system detects the test condition as true. This value is used to 
generate a sequence of pulses that drive switching flip-flops control circuit. These 
pulses terminates the calculations and establishes initial state, which can be hold 
indefinitely. The whole switching procedure is shown on figure. 2.2. 
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Figure 2.2  Full loop’s timing characteristic 



 New computational process starts with the appearance of sgnal Ready (permission) 
that must satisfy the following two requirements − to appear on the falling edge of clock 
signal and to have a duration not more than one clock period. 
 The circuit can be set to initial state on Reset or CT signal 

3.  EXPERIMENT 
 The possibility for practical realization of the proposed, in this work, thesis was 
experimented using programmable logic. It was used Xilinx ISE 10.1 development 
environment. The structure was coded in VHDL and  Xilinx Spartan 3 device was used. 
For the simulation ModelSimXE III 6.2g is used. The corresponding model behavior is 
shown on figure 3.1. The identical behavior of the proposed structure and the simulated 
model proves the stated thesis of the research. 
Executing loop until condition test becomes true 

 
Executing loop until condition test becomes true(continued) 

 
Finishing the loop and starting new one with different input data 

Figure 3.1 Testbench waveform of the project  

CONCLUSIONS 
 As with the structures, which were object of the previous authors’ research works, 
the main complication appeared to be the use of one phase clock generator. The 
authors believe that the use of multi phase generators will simplify the design of the 
structure and especially the controlling circuit. 
 The presented in this paper research complies with the results published by the 
authors earlier. These results prove the possibility for hardware realization of self-



controlled computational structures, free of controlling finite state machine. That makes 
the authors more confident in their belief that the hardware realization of any arbitrary 
algorithm as self-controlling is possible. Yet there are algorithmic structures, which are 
not investigated in the sense of the main authors’ idea. 
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