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Abstract: Many edge detectors are described in the literature about image processing, 
where the choice of input parameters are to be made by the users. In many cases such 
choices are made intuitively. In this paper we propose the choice of threshold to be based on 
the visual perception of the edge. Using our earlier edge definition and proposed algorithm for 
edge detection we formulate a mini-max rule for threshold determination. This rule uses the 
values of the second derivative of intensity function. Choice of the most significant values of 
second derivative allows to separate areas, which contain edges. The proposed approach is 
applied in the developed by the authors edge detector. The derived results are satisfactory. 
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1. PROBLEM DEFINITION 
The final decision in most issues of image processing that scientists have come up 

with is made when an appropriate solution is found. A mini-max rule is usually used and 
one of its aspects is a constant. In most of the cases the constant is chosen subjectively. 
The subjectivity stems from the fact that the constant expresses the appropriate extent of 
error that occurs when a problem is solved.  

We are considering the following typical example in order to clarify our ideas. Let us 
find the value of the function F(x) which is to be computed as a sum of all elements of a 
descending order . According to the theory, if an order has an infinity 

number of elements, then  
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This is the reason why in practice the computation of functions value is halted on 
condition that the before settled (acceptable) extent of error is reached. In order to sum-
marize we will point out that the computation will be halted if the condition is satisfied. 
The rule (condition) is a kind of inequality. One of its parts is the subjectively chosen 
value that expresses the acceptable extent of error - ε. This statement we can formally 
express as follows: 
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The task for knowing a new image as an image which belongs to a particular class of 
objects Ωi, i=1,2,3,… is achieved when it satisfies just that kind of rule, independently of 
its formal expression, for example: 
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where ∆(Image) defines the current value of the registered error in the image. This error 
is evaluated in the sense of any known criterion, which we do not comment here. 
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In the statement above we see a problem, which is usually passed over in silence. It 
is related to the choice of threshold, for which the value of the error can be accepted. 
The issue that we arise here is: “How is the threshold value computed?”. Usually the an-
swer is: “According to our (practical) experience we consider that the value … is satisfac-
tory …” or “We can accept that it is correct …”, or “Statistics show that …”, etc.  

We point out that we will try to figure out that threshold values are not formally com-
puted. They are subjective and they are not universal. Their values vary depending of the 
result that is attended. 

The specific task for edge detection in an image, that we are now discussing, arises 
inevitably an issue related to the examined case. It cannot be avoided. The problem was 
dearly stated at the end of [1] by asking the question: “What condition a particular point 
should satisfy in order to be flagged as an edge point?” 

Edge detection is one of the most frequently used operations in image processing. 
The main reason for its widely spread usage is the fact that edges provide us with infor-
mation about the structure of the image. Edge detection is a research area for more than 
35 years [6, 7, 9, etc.]. Many registration techniques were developed. Each of them has 
advantages and drawbacks in terms of their implementation to a particular application. In 
the literature there are known several reviews of works about the edge detection. In or-
der to make a summary we state that in each algorithm for edge detection a “measure” is 
subject to a particular edge registration. This measure is used in the process of edge 
registration. However authors do not explain the incentives for their decision. In most 
cases there is no explanation about the reason why a particular threshold was chosen 
and used. In most of the early edge detection algorithms the thresholds that are used are 
heuristically chosen. However results are not satisfactory as they depend on the type of 
the image that is sensed. Prewitt, Sobel and Roberts [2, 3, 4] operators and other that 
use zero-crossing of the second derivative of the intensity function use thresholds that 
are chosen without any precise motivation. The Canny detector [2, 3] is considered to be 
the most commonly used edge detector. In the Mathlab version of Canny detector is 
used a default threshold, which value is 75% of the gradient value. This value is consid-
ered to provide us with satisfactory results in most cases.  

Far too many authors propose a solution in order to improve the outcome from the 
Canny detector. They stay that input parameters should be adaptively chosen [7]. Thus 
the usage of parameters with the fixed values is rejected.  

Determination of the threshold values of the evaluation criterion in any edge detector 
is a specific task. The properly decision of this task is a precondition for deriving satisfac-
tory results. In this paper we discuss the problem of thresholding in relation to the pro-
posed by us edge detection algorithm [1]. 

2. FACTORS THAT HAVE AN INFLUENCE ON THE DETERMINATION OF THE 
THRESHOLD 

In [1] we propose a new definition for an edge that is based on the discontinued first 
derivative of the intensity function. With a view to localizing discontinuance we suggest 
using the second derivative of intensity function. We state that most likely the position of 
the edge is located in the area around the local extremum of the second derivative of in-
tensity as it is shown on the figure 1.  

Firstly, we should point out that the absolute value of the extremum in the second de-
rivative is in inversely proportional relation to the angle, which is formed when the two 
sides of the represented ideal edge cross each other. In addition to the statement above, 
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we point out that the real edges are visually different from the type that is here presented 
and are inversely proportional to the mentioned angle - the acuter the angle is, the more 
easily the edge is distinguished. All of the above mentioned statements can be formu-
lated in the following question: “What should be the measure of the angle, so that the 
edge will not be visualized?”.  

 
Fig.1. Intensity function and its second derivative 

On the second place we should comment that the ideal edges are different from the 
real, which are rounded. The reasons about that are commented in [1]. The more 
rounded the angle is, the more undistinguished is the edge. As a result the elements of 
the image loss the “focus” and the quality of image decreases. The value of the second 
derivative is in inversely proportional relation to the roundness of the edge as well. If the 
roundness is high enough, e.g. it is not cause by the noise and apparatuses factors, it is 
considered to be a real one and the assumption of an edge is rejected. This issue arises 
a new question – “Which is the extent of roundness which will allow us state that there is 
an edge?”. 

In order to give an answer to the question on what condition a particular point be-
longs to an edge, we have to connect the value of estimation criterion with a particular 
constant in a minimax rule. The function that we can use according to the edge definition 
is the second derivative of the intensity function in the every point of image. Thus we are 
interested in and searching for the pick values of derivative, which bounded the areas of 
the most probably edges.   

These pick values, as we have already mentioned above, depend on two factors: 
1) the angle α between the sides of the edge and its position according to the 

axes x – angle β, see figure 2;  
2) the extent of the edge rounding. 

We want to connect the threshold value with the edge definition and with the visual 
effect as well. For instance, an ideal edge with the angle of 130o between its sides is 
completely defined, because the first derivative of the intensity function is discontinued at 
the pick of the angle [1]. As a matter of fact the same angle cannot be visually distin-
guished and low values of the second derivative function belong to it. Shortly – high val-
ues of derivative correspond to the acute angles and low values of derivative correspond 
to the obtuse angles. Many images (real and artificial) were examined. The results in-
spired us to arrange a number of experiments in order to examine these factors. 

During the first experiment we were engaged we research on the position of the an-
gle according to the axes x. We consider two possible cases – if an angle is acute, its 
end positions are when one of its sides is perpendicular to the axes x, the second case is 
- if the angle is an obtuse one, its end positions are when one of its sides is parallel to 
the axes x – see figure 2. 
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Fig.2. Left and right end position of the angle 

Figure 3 shows the results of the first experiment. As it is seen, dependences are 
symmetrical and the highest values of derivative derive when the angles are in any of 
two end positions. When the angle is at the central position (its bisectrix is perpendicular 
to the axes x) the second derivative has got minimal value.  
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Fig. 3. Values of the second derivative against the angles α and β 

Since the edge point determination is connected to the finding of pick values of de-
rivative, the above said suggests to us that we have to examine the most unfavorable 
combination of the factors, which leads to the low values of derivative. With the other 
words we can reformulate the question – how low can be the value of the derivative, 
which corresponds to an edge point? Keeping in mind the second factor, we conclude 
that the most unfavorable angle position is the central one.  

These are our motives for the second experiment – to examine the values of the 
second derivative of the intensity function, which corresponds to the angle in central po-
sition in relation to the different extent of its rounding – see figure 4.  
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Fig.4. Angle with a different extent of rounding 
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We have registered the highest value of the derivative at the pick of the angle, to-
gether with the increasing extent of rounding, which is made by filtering. The derived 
family of curves is shown in the figure 5. 
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Fig. 5. Values of the second derivative depending  

on the angle and the extent of its rounding 

As it is seen, the values of derivative are highest when the angle is smallest and in 
the same time when it is less rounded. 

Comparing plots from the figures 3 and 5 we can conclude, that the values of the 
second derivative for an angle, which is rounded, are equal to the values of the derivative 
for a greater, but not rounded angle. This ascertainment arouses an exclusive interest. If 
we consider it in the light of the second derivative function, for these two cases we will 
see two graphs with the same extreme values, and in the same time this one, which cor-
responds to the obtuse but not rounded angle has a smaller area, and in great extent is 
closely to the definition, i.e. to the Dirac δ-function. The function, which corresponds to 
the acute, but rounded angle, has the same extreme value, and in the same time it is 
wider, i.e. with the greater area. It is our profound conviction that these two parameters – 
the amplitude of derivative and its shape (area) can be integrated in a complex condition 
for determination of the threshold values. We are deeply believe, that their integration is 
possible only in the sense of our understanding for visual perception of the edge. Thus 
finally we arrive at a conclusion that it is necessary to make an experimental study of 
visual perception (distinguishing) of the edge. We are in the knowledge that in this ex-
periment we do not be in a position to except the subjective factor. Because of that we 
consider, that the experiment should be carried out many times by the great number ob-
servers. Derived results we have to interpret statistically.  

Such an experiment was carried out by the specially created for this purpose pro-
gram with 72 observers. About 80% of them stop seeing edge when the angles are 
greater then 100o. 

Although we do not consider that this number is representative enough, to the pre-
sent moment we can assume this value of the angle as a visual threshold for the edge 
perception. As we have already noted, we will bind threshold value with two factors – the 
extreme pick value of second derivative and its wide. 
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3. SUGGESTION FOR A MINIMAX RULE 
Thus, we become to the moment when we have to synthesize the rule for determi-

nation the edge points in an image, which should integrate the mentioned above two fac-
tors. For the formal presentation of this rule we propose the following dependency: 

(3)                                     

( )

Edgeji
ELSE

Edgeji

THEN2constWAND1constIIF ij

∉

∈

<>

),(

),(

&&

 

where: I ij  is the intensity at the point (pixel) (i,j) of the image; 
ijI&&  is the second derivative value at the point (i,j); 

Edge is a set of edge points; 
const1 and const2 are experimentally derived constants; 
W [number of pixels] denotes the wide of derivative at the point (i,j). 

The rule (3) we have used in a program realization of the one of the proposed in [1] 
algorithms for edge detection in grey-scale images. The derived edges are shown in the 
figure 6.  

 

          
Fig. 6. Standard image “peppers” and derived edges 

 

4. CONCLUSIONS 
In the here presented study we have set out our understanding about the problem 

of thresholding in edge detection in the connection with the earlier published by us edge 
definition [1]. In the sense of this definition we have made by our opinion an in-depth 
analysis of the problem, some of its subjective metamorphoses, and we have chosen the 
possibly most logical basic point to the sense and determination the threshold constants. 
We have synthesized a formal mini-max rule for edge point detection and we have pre-
sented some preliminary results, derived with one of the possible algorithms, which are 
worked out by us.  
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